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(See reverse)

.)A necessary part of the Bayesian method is the choice

In reliability assessment,,
i1t is often desirable to obtain prior distributions !
‘for the components of a system which give a uniform '
iprior distribution for the whole system when a moment-
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20. Abstract (cont'd). Ii°

matching technique is used. There are an infinite
number of choices, but it can be proved that component
prior distributions can always be chosen to fall with- .
in a certain range, and still give the desired system .
outcome provided the desired system prior distribution
is well-behaved. Results are obtained by considering
the case for a system composed of two independent
components in series, a system composed of two inde-
pendent components in parallel, and the more general
system composed of a combination of the preceding two.
One has the fecllowing three theorens:

THEOREM I: If S*,F* are independent series system
prior parameters such that -1<S*,F*<2 and -2<T*<1 then
we may find component prior paramenters S,F, such that
~1<F<1l, -1<8<2 and -2<T<1 which give S* and F* for
system paramenters., If in addition F*<l then -1<F<0.

THEOREM II: If S*,F* are independent paraliel system
Prior paramenters such that -1<S*,F%<2 and -2<Tx<]

then we may find component prior parameters S,F such

that -1<S8<1, -1<F<2 and -2<T<1 which give 5% and F* .
for system parameters. If in addition S*<1 then -1<S<O0.

THEOREM III: If the desired system prior paramenters
S*,F* satisfy -1<S8*,F*<2 and -2<T*<]1 then there exist a
set of component pricr parameters S,F which fall into
the same limits and give the system the desired prior
distribution.




ABSTRACT

A necessary part of the Bayesiun method is the

cioice of the prior distridbution. In reliability.
assessment it is often desirable to obtain prior distribu-
tions for the components of a system which give a uniform
prior distribution for the whole system wher a moment-
matching technique is used. Tnere are an infinitve num-
ber of choices, but it can be vroved that component prior .
distributions can always be chosen to fall within a cer-
tain range, and still give the desired system outcome
provided the desired system prior distribution is well be-
naved. Results are obtained by considering the case for
a.system composed of two independent components in series,
a system compoged of twa independent components in par-
allel, and the more general system composed of a comoi-
nation of the preceding two.. One has the following three
theorems:

THECREM I: 3If S*,F* are independent series system

prior parameters such that -1<S*,F*< 2 and -2<T*< 1
then we may find component prior parameters S,F such that
-1<F<K]1l, =1<€5<2 and -2< T <1 which give S* and F* for
system parameters. If in addition F*¢ 1 then -1<F<O,

PHIOREM II: If S*,F* are independent parallel system
prior parameters such that ~1< S*,F*< 2 and -2<M*< 1
then we may fird component prior parameters S,F suzh that
~1<8<1, -1<F<2 and -2<T<1 which give S* and P* for
system parameters. If in addition S*< 1 then -1<S8S<O0.

TiuCxM ITI: Jf the desired system prior parameters S*,r*
soticty -1<S*,F*< 2 and -2<T*< 1l then there exist a secv

of coizponent prior parametgrs S,F which fall into the sane
linits and gilve the system tae desired prior distridbution.

"
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SELECTION OF PRIOR DISTRIBUTIONS FOR BAYESIAN ReLIALILITY

ASSESSMENY

A unique provlem which confronts the user of
Bayesian methods is how to choose the proper orior
distributions. In applications to reliability assess -
ment of mechanical/electrical systemsl this amounts to
choosing prior distributions at the component level which
give a uniform(f(R)=1) prior at the system level. The

- question that. naturally arises is "What kind of ccntrol

do wc have over these priors,i.e. between what limits
can we trap them?" To avoid prior distributions dom-
inating the test data it is desirable to choose beta
curves with test parameters as small as possible. It
is tvhe purpose of this paper to show precisely how well
this can be done.

The user of these methods is quite awsre of the
fact that some of the parameters for peta curves invari-
abiy turn out to be negative, i.e. forsmost §ystems a
beta curve prior with equation B(S,F)R (1-~R) , B(S,F) the
beta constant, will have one of S,F negative. Trnisg is
an unfortunate situation because priors are supposed o
reflect prior knowledge, aud S<0 implies that the com-
ponent has failed more than it has been tested, whilse
F<0O implies that the component has worked more than itT
nas been tested, both of which are impossible., Thesec
situations have been encountered where for simplicity
all components iu a series have been assigned the same
prior, and tne same for components in parallel. One
night hope to get around this by allowing different
priors for different cowponents. !‘or example, for a
system composed of two components in series,

o, 2 » one might try to give (1) and (2)
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different priors to make the system uniform, and thus
eliminate any negative parameters. If parameters for
(i) are B8i,Ti then the system mean is

%. Hz_z = .5 (mean of a uniform distribution)
en v

+2
néd second noment

£.+1 S1+2 Sn+l So+2 | 1 c o o
T = i f f [ *
Fieo Y45 To+2 62:3 5 (second moment of a unif.dis.)

Thus Syl So+l = .5
T1+2 To+2
Sy+2 Sot2 . 2
T1+3 To+3 5
So we get

(a) 2S1S2 +2871+2Sp2 +2=T1Tp +2T1 +2Tp +4
(b) 3S1S2 +6S1+6Sp +12=2T1Tp +6T) +6T2 +18

3(a)=(b) implies 3S1S82=T1T2

Therefore (&) gives 2(T1-S1)+2(T2~82)=-51S0-2

If both ¥1,Fs> O then -51Sp=2>0 or =2 >+45;55 so

cne of the F3's is negative.

Hence any hope of conquering the problem this way is
futile., Thus it does no real harm to asgign the same
priors to, for example, both (1) and (2)°, and it sim-
plifies the calculation emormously. Since all systenms
can be broken down successively into either two things
in series or two things in parallel, it will suffice to
prove theorems for those two. cases.

INDEPENDENT SERIES SYSTEM |

\\1



The uniform system prior is Just one of many systen
priors. The theorems will be proved Zor the more general
cace of =z desired system prior with -2<T*< 1, ~1< §*< 2,
-1< F*< 2. The uniform case has S*=F*=T*=0, Suppose
then that we desire a system prior which falls within that
range. The system mean m and second moment mm will cone
from psrameters in the above rsnge. If S and T are tine
component parameters (same oues being assigned to both
(1) anda(2)), then

Solving we get

T = 1+2{m -Blmm /a
fA7 A = T

S = 2- [/ -{mm/ w
l o /m -1

k=
1]
3
!
wn

Proof: FS-l iff 1-2Jmn/m +/Tm -1
[GG7 . ~& >

if?s l—]mm/m +fmm -{m >0

iff  1-{@ >{@m(l/ym@ =1)
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iff 1-{& >{ma((1-{m)/{m)
iff 1 >[mm/m,true since
S* 2

mm/m = g < 1 since T*> -1 whero

S*,F*,T* are thedesired system parameters.

F<l if 1+2{@ <3{mm/m -2Jm +{om/m +fom - (m7/m + {m <O
irf l—BJmm/m +Jm + Jmm < O
if £(x,y)= 1-3{y +{x + {Xy < O
. S*:1 S*+2 '

where Xx= TesD 9 J= T::g

Since this is & proof which uses a method common to several

proofs, let me elaborate a little. Solving for S*,T* we

get pre 1+ 2X = 2¥ o =L + 2% ~ Xy
y=-x ‘ y=-x

S*>-1 implies x>0
F*> -1 dimplies x,y<1
T*< 1 implies ¥y > .25 + .75z

So the region R that x,y fall into is

It suffices to show f£4£0 on this region.
37 1 3
x - Zx t X # 0

Thus there are no extrena within the boundary. It there-
fore suffices to check that £<0 on the boundary (f is
then strictly < O inside since anywhere where f£=0 would
be an extrema). ‘
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For y=1 we get -2 + 2{x which is true since x4 1
For x=0 we get [y »1/% which is true since ¥ > .25
Wo noed therefore only check ¥y= .25 + .75%
TLet z = {x then we need show
125025 & 752° 4z + 2 (.25 + .752° £ O
itf 1< (3-2){25 ¢ 7525
m
iff glz)= %2 - 1825 + 24z2 — 14z + 5= 0

' ) 2
Now g' = 122 =~ S4z + 48z ~14

2
=" = %36z =108z + 48 so (g')' has one zero between
O and 1, and one can check that g' is negative theres

Trerefore #'40 for 21l =z. on the unit interval siuce
bota cndpoints are negative which means that all possible
extrema of g' are negative. mherefore g is decreasing.
Also g£(1) = O so g20.

QED

We may note that F can be 0. If S*= =-.97, F*= 1.97
then prior 8,F are -.879, +.087.

THZEOREM B: =24 T<K1

Proof: T>-2 £f 1+ 2(@ - 3[me/m + 2{mn/m - 2[m > 0

iff 1> {mm/m , true.

p<1 iff 1 + 3{m - 4{mm/m <O

iff 1+ 3x -4y < C

ulu
Al
il
xk
RS
O
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Aiong x=0 the theorem is true since y =.25>1/16
Along y=1 the theorem is true since [x < 1

On y= .25 + .75 % with 2z=]x it suffices to show

2
2 .
32 «~ 62 +3 > 0 Ciff
2

3(z-1l) > 0, true
QED

T can be less than -1, e.g. *2=,99, T*=0 give prior
& and F of -,94,-.23, so T is < =~1.

THEOREM C: =-1<S<2

Proof: S -1 iff 1- {mm/m > O, true
F > -1 implies -F <K 1 |
T < 1 implies T-F<K 2, i.e. S<2.

QED

S can exceed 1, e.g. S*=,99999952, F*==.33%33349 give
priors of S=1.147, F= -.668.

People who have worked with series systems may be
used %o F always less than 0. As noted before, this nxay
not always happen. But if the desired system prioxr has
F*< 1, such as in the uniform case, then F will be less
than O. This says that if the system is good enough to
havse failures < 1 then the components must work more
often than they are tested,
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THZOREM D: Irf additionally F*< 1 them F<O

Proof: It suffices to show 1 = 2,] mm/m +,§mm < 0
f.e. flxy,y)=1 -2y +{xy < ©

Now F*< 0 implies ¥y >(1+x)/(3=-x)

5 = ¥ s 0 only if y=0 which is not in the regiomn.

S y
o
The bouundary curves x=0, y=1 are trivial to evaluate.
on "y= (1+x)/(3=x) set z= X -
. 2 2N (.. .2 2
It suffices to show 1 -~ 2&1+z Y/ (3-25) + zJ(l+z Y/ (3-2") £ 0
iff glz)= 2¥ = 420 4+ 62° =4z +1 > O

g' = 420 - 1277 4+ 12z - 4

g" = 1222 24z + 12 > 0 so g' is increasing.
g'(1)=0, thus g'« 0 so g is decreasing. g(l) = O.

Therefore g20.
QED

These results may be summarized by the following:

THEOREM I: If S*,F* are independent series system prior
parameters sucn that -1<5*,F*< 2 and -2<T*< 1l <then

we may find component ﬁﬂprior parameters S,F such that -1<F« 1_’
-1<S.< 2 and -2Z<T<LI which give S* and F* for system
parameters., If in addition F*<1 then =1<F<O0,

INDEPENDENT PARALLEL SYSTEM



In thiz case,

‘ 2
S+l (S+1;,
mo= 255 - (T+2)<
= EC(R1 + R2 - ‘21 2) )
= B(R,%) + 2E(RE(R,) + E(,°) ~2E(R; 2)E(R,)
~2E(R; DE(R,®) + B(Ry 2)=(R,2)
2
_ »5+1 S+2 S+1 (b+') (u+2g
= 208 133 * AUna5e T MEEE)e(TE3y * Eﬁiégegfjigz
Solving we get %:1 = 1 % ll-m = 1 —=\l-z
(since we wish F> -1)
Les 4 = 1 -J l-m , then 2{% =
- 2
S+2 2 2 (S+2 2 S+2 = o
211,1\-:3‘ .+ 2A - 4A T-\‘-)% + A ‘J-‘*'D 2
s, S2 . 2a-2 2 1(1-20)% ~ (24%-mn )
e A

2A-fl% J(l—2A)2 B (2A2-m@)
A

where. B = 2a-1 + ,((1-2A)2 - (24°%-zm)

=t

{(+ 8’40 chosen since otherwise B< A2

would make S<<1)

which



WVe prove the following two weak inequalities:

(1) B<A

(2) A2< B

(1): We must show A-1 + J?2A-l)2 - (2ﬁ.2-mm) < 0
iff A° 24 +mm <O

iff 1 «2{I-m + 1 ~«m -~ 2 + 2{1- +mm<0O

iff mm<m, true since F*> 1.

1

(2): We must show 2A -1 - ;’-;2 + \’ (2A-1)2 - 242 4 mn > 0

sre AT - 4n? + 44% - mm < O

if? (2‘-m-241-m)(2-—m+2,’l-—m) < mm
iff (2-m)2 - 4{1-m) <« mm
iff w° < oa

iff S*4+1 S*+1 < S*+1 S*+2
P2 T*42 T*s2 T*+5

iff S*+1 <- S*+2
%42 T*i3

iff F*> -1, true,

S+l S+2 _ B
Now g = A m = z

So soiving for S and T we obtain

S = -3 = AB,+ 21’&2 P = A - 3B "1+2Aa

THEQUEH 1: =-1<S<1




CProof: . S>-1 iff A° - AB>O0 iff A>B , ©rTue. .
S<1 1iff -2B = 4B + 34% < 0
. &* 41042 4 (-20+mm)ﬁ2 + 4mmA + Y4um >; 0
227 8 - 18m - 8{1-m + l4nli<m + n° + 1Omix
~ILv [n -6mmm- >0

iff f(x,y) = 8 ~ 18x = 8Jl-x + 14le-x

2 2

+ X + 10xg - x7y - 6xyJl-x > O

2

~N D
o 4

37 = 10x - X

- 6x|l-x = x(lO-x—6Jl—x) >0 except on

x=0. On x=0 we get 10y> O, true. On y=1 we get
8 -~ 8x - 8yl-x + 8xyl-x >0 iff

8(1-x) = 8(l-x)/1-x >0 iff

1l - fI:§'> 0, true.

Thus it suffices to check £ on Y= .25 + .75%, i.@. we

nust show 3 = 18x = 8{l=-x + 1l4x l-x + x2
—x2(.25 + .75x%) = 6x(.25 + .75x){1-x > O
127 3x° - 30x + 2 > 2{I1-x%(16-9x)

1ff Ox* + 144x%7 - 33Lx°

+ 10x(.25 + .75x)

+ 256x > 0
177 g(x)= 9%2 + 14bx® - 384x + 256 2.0

g' = 27%° + 288x - 384
g" = S54x + 288 > C so z' is increasing, moreover
(1) < 0 so g'is: <0, aslde. 3 is decreasing with g(l) > O

s g = 0.

QED

e i S TURY .



S can exceed O, e.g. S*= .97, F*= -,97 give priors

of S= .088, F= -.879.

THIOR:M 2: =2<T<1

Proof: T>-2 iff A —3B + 2B - op2 4 242 > 0O
iff £-B >0, true.

D<1 . iff A - 4B + 34°< 0

sop BA2 - A+ 4 < 4247 - 4A 41 - mm
iep 9a% - 4247 4 41A° + 8A - 16mm < O
itf -6 + 15m + 6/1-m - 6n{l-m + 90° - l6mm
< 0
iff £(x,y) = -6 + 15x + 6{1:;.— 6x|1-x
+ Ox% - 16xy < O

d
Y

Hy

|

= -16x = 0 only on x = O

ed

£ is trivially < O oy x = 0. For y = 1 we get
(x-1)(9x+6) + 6{1-x(1I-x) < O 1iff 6J1l-x < 9x + 6,

true since x > O. Thus it suffices to look at

v = .25 + ,75%x. Ve must show
6 + 13x + 6{1~x - 6x|1-x + 9x° - 16%(.25 + .75x) £ O

12 3(1l-x)(x=2) + 61 l-x{1-x) < O
iff 5()(-2) + 6,&1-*)( <0
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iff 2{l-x <2-x
iIff 4 - 4x< 4 - &x + x2 y Grue.

QED

THEOREM 3: ~1< F<2

. _mg . _A=2B.y B A
A—B+AB-A% >0 iff 1> A, true.
S > -1 implies -S < 1
T < 1 implies F= T-8 < 2

Q=D

F can exceed 1, e.g. S*= =-.3%33333%349. F* = ,99999952
give priors of S= -,668, = 1.147.

As in the series case, it is possible to gain more

control if one makes an additional assumption.

THECREM 4: If additionally S*< 1 then 8S<0C

Proof: S<O0 iff 24°< B + AB

it (24 - 1 +(2A-1)2 - 242 4 1 )

+ A(2A = I + $(2A-—l)2 - 2A2+ mmoy > 2
. 4 2 .
iff 2A7 + (-6 + mm)A® + 2mA + ©x > O
igf (2 -m - 2{1-m )(~2 - 2n + mz - 411-m)

+ mm(3 - 2/1-m) > 0O
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2

iff Jl-m(—4 +-8m - 4on) + (4 = 10m + 2m° + Smm - mezz) > G

iff £(x,y)= {I-x(-& + 8x - 4xy) + 4 - 1O0x + 232

+5Xy-X2y > C

€§£= -4x}l—x + 5x - x2 = 0 iff x =0 or

~4{1-x +5-x = 0. If -4f{1-x + 5 - x = O then
4 L4 ilex = =5 + X< =4 if x <¢ 1, so this i
impossible. Thus the only possible extrema are on the
bounuary. £ is trivially O on x=0. On y=1 we get

[TX(4x-4) + (4=5x+x%) > 0 iff
flleX + X = 4 = C iff

x° + 8x > 0, true. Thus it suffices to evaluate on

the boundary curve which the hypothesis gives us. Now

S*< 1 iff y >'%§§ s0 1%t spffices to evaluate on

X

the curve y = »%& y, that is, we must show

{1=x(~4 + 8x = 4x(3x)/(2+x)) + 4 - 10x + 2x®

+ 5x(3x)/(2+x) = x°(3x)/(2+x) > O

Let 2z = Jl-x , Then it suilices to show



02"“ > -
2{~4 + 8(1-2°) - 4(1_z2>3<f; Ly 4 4 = 10(1-22) + 2(3-29)2

e 2
2)2 5(1-22) 5 0

=’ - (1-z s D

irs (3-—z2)(2z4 - 827 +'6z2 + 4z - 4) 4+ (3-—522)(-24

+ 427 ~ 322 24z 4 4) >0

iff z6 - ﬂzs + 62 2

. 4z 4z >0

i ze(z-l)4 > 0, ‘true.

WA
%)
¢

QED

These results may be sumnmarized by the following:

THEOREM II: If S*,F* are independent parallel system

prior parameters such that <1< S*,F*<2 and -2<T*<1
then we may find component prior parameters S,F such that
-1<8<1, ~1<¥F<K2 and -2<T<1l which give S* and F*

for system parameters. If in addition S*< 1. then =-1<S<C.

THE GENERAL CASE

Consiaer now any systex composed of independent
couponents which can be brokea down into series and jar-
alizl subsystemc. Supposc < gsystem prior is desired with

porziieters 5, F* satisfying -1<S*,F*<2 and =-2<T*<1],
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" Then by repeated application of Theorems I and II one nay
derive priors for the components within the same limits.

For example, if the system wer

1 3

one could staxrt wlth the subsystems<:i::>and<:]{:>,
where | A is and~<::::> is .

The system is then

firnd priors S,F within the proper range for A and B which
give the desired system prior. Application of Taeoren II

to 4 ahd‘B individually yield priors for 1,2,5,4 which

give A and B the subsystem pfiors of &,F, and thus give

the system the desired prior; One has the fﬁllowing general

theorem:

»

THEQREM TII: If the desired system prior parameters S*-?

P~

* *
satisfy -1<S ,F <2 and -2<T*< 1l +then there exist
o set of component pricr parameters S,F which fall into
tho same limits and give the system the desired prior dis-

tridbution.,

Proof: Apply Theorems I and II repeatedly to tne

subsystems of the system.

e P b e g e
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